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Figure 2: Reproduction of Box 12.2, Figure 1 from AR5

Bars show5–95%uncertainty ranges for ECS,with thebest estimatesmarkedbydots. Actual ECS
values are given for CMIP3 and CMIP5 AOGCMs. Unlabelled (thin bars) ranges relate to studies
cited in AR4.
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A Sensitive Matter

The remainingAR5 studies, Lin et al. (2010), Olsonet al. (2012), Schwartz (2012)
and Tomassini et al. (2007) all have identified shortcomings, set out in the Ap-
pendix, that make their estimates of ECS unsatisfactory.62

Climatological constraints

Climatological constraint studies reflect how good one or more GCMs are at
simulating various aspects of the recent climate as key model parameters are
perturbed so as to produce different model behaviour and hence ECS values.
The assumption is that from such an exercise it is possible to infer what range
of ECS is most likely. The method presupposes that by perturbing its param-
eters a GCM will be able to explore all combinations of reasonably possible
aerosol forcing and ECS values. Even if that is so, it is unclear whether compar-
isons with observations of aspects of recent climate, as opposed to climate
change, can produce reliable ECS ranges.

The Sexton et al. (2012) study involved perturbing parameters of the UK Met
Office HadCM3 climate model, generating different ECS values.63 However,
due to structural rigidities in the HadCM3 model, no matter what parame-
ter combination is used, when low ECS values are achieved by the model, its
aerosol forcing becomes very highly negative64 – a combination ruled out by
theobservational data. The Sexton studywasunable to investigate the combi-
nation of low-to-moderate ECS and low-to-moderately negative aerosol forc-
ing – the region favoured by the observational data. It is thus unsurprising
that the study rules out low ECS values. Its ECS estimate very largely reflects
the characteristics of the HadCM3model rather than the observations.

The two unlabelled AR4 studies, although differing in detail from Sexton et
al. (2012), also use the HadCM3model. Therefore, they will likewise have been
unable to investigate the combination of low-to-moderate ECS and low-to-
moderately negative aerosol forcing. Moreover, it appears that both these
studies barely sampled ECS values below 2◦C. These two shortcomings can be

62In the case of Schwartz (2012) the criticism relates only to the section of its range for ECS that exceeds
3◦C.

63Emulation is used to extrapolate to ECS values of 2◦C andbelow, sinceHadCM3has structural rigidities
that make it unable to exhibit low ECS values no matter how its parameters are adjusted.

64See Box 1 in the document at http://niclewis.files.wordpress.com/2013/09/metoffice_response2g.pdf.
The Sexton et al. (2012) study is identical to the first stages of the Harris et al. (2013) study that it dis-
cusses, and the Harris et al. near-final posterior region in Box 1 Figure B.1 corresponds to the final
results of the Sexton et al. (2012) study.
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expected to have strongly biased upwards estimation of ECS in the two AR4
studies.

In summary, since they strongly reflect characteristics of particular GCMs, and
onlyweakly reflect observational evidence, the climatological constraint stud-
ies are of little or no value as estimates of ECS.

Rawmodel range

As the conflict between observational and AOGCM estimates of ECS is a cen-
tral issue, and AR5 also cites a related line of evidence referred to as feedback
analysis (the analysis of climate feedbacks simulated by AOGCMs), it is appro-
priate to discuss in some detail feedbacks and ECS in climate models.

It is almost universally accepted that by itself the equilibrium warming effect
of a doubling of the CO2 concentration – the amount global mean temper-
ature needs to rise for the resulting increase in emitted black-body (Planck)
radiation to offset the increase in CO2 forcing – is slightly more than 1◦C. Why
then do models have an average ECS of 3◦C? This is due to so-called ‘posi-
tive feedbacks’ caused by the initial increase in surface temperature. Positive
feedbacks amplify the warming effect of CO2. The main climate feedbacks in
the models are water vapour, lapse rate, cloud and albedo feedbacks. Wa-
ter vapour feedback is very strongly positive: a warmer atmosphere can hold
more water vapour, which itself is a powerful greenhouse gas. Water vapour
feedback is partially cancelled by the related negative lapse rate feedback:
with moister air, temperature decreases more slowly with altitude. Less snow
and sea ice cover as temperatures rise makes the Earth reflect less sunshine,
hence the albedo feedback is positive, albeit fairly weak. Together, these three
feedbacks, when aggregatedwith the basic Planck radiation change, imply an
ECS of around 2◦C.65 The excess of model ECS over 2◦C comes primarily from
positive cloud feedbacks and adjustments, with non-linearities and/or climate
state dependency also having a significant impact in some cases.

But clouds are a big headache for the modellers. It is very difficult to simulate
them, let alone to predict how they will change in the future. Observational
evidence for cloud feedback being positive rather than negative is weak, at

65Soden and Held (2006); Table 9.5 of AR5 WGI. ECS is estimated as F2×CO2/α in accordance with Sec-
tion 10.8.1 of AR5WGI, but in this case with only the Planck, water vapour, lapse rate and albedo feed-
backs included in α; F2×CO2 is taken as 3.71 W/m2.
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best.66 Even the observational evidence for the modelled strength of water
vapour feedback is rather thin on climatic time scales.67

There is no knob for climate sensitivity as such in global climate models, but
there are many adjustable parameters affecting the treatment of processes
(such as those involving clouds) thatGCMsdonot calculate frombasic physics.
Climate sensitivities exhibited by models that produce realistic simulated cli-
mates, and changes in climatic variables over the instrumental period, are as-
sumed to be representative of real-world climate sensitivity. However, there is
no scientific basis for this assumption. An experienced team of climate mod-
ellers has written that many combinations of model parameters can produce
good simulationsof the current climatebut substantially different climate sen-
sitivities.68 They also say that a goodmatch between AOGCM simulations and
observed twentieth century changes in global temperature – a very common
test, cited approvingly in the AR4 IPCC report as provingmodel skill – actually
proves little. Models with a climate sensitivity of 3◦C can roughly match the
historical record for the global temperature increase in the twentieth century,
but only by using aerosol forcing values that are larger than observations in-
dicate is the case, by underestimating positive forcings, by putting too much
heat into the oceans and/or by having strong non-linearities or climate state
dependency.69

If there were broad agreement between AOGCMs as to the sign and – within,
say, a factor of two – the magnitude of all significant feedbacks, and as to
their spatial dependencies, and nonlinearities and climate state dependen-
cies were qualitatively similar across AOGCMs, then it would be reasonable
to place significant weight on AOGCM-based evidence about climate sensi-
tivity. However, despite model development being closely informed by di-
verse observations, that is not the case. So we think one should disregard
AOGCM-based evidence about climate sensitivity – everything shown in the
‘Rawmodel range’ section. Being only tenuously grounded in observations, it
is unclear towhat extent rawmodel ECS values qualify as scientific evidence at
all. Likewise, the related evidence as to ECS based on analyses of feedbacks in
models (discussed in Chapter 12 of AR5, but not featured in Box 12.2, Figure 1)
should be disregarded both because it is not evident that all significant feed-
back processes are included in models and because a critical part – evidence
as to cloud feedbacks – is very unsatisfactory.

66Section 7.2.5.7 of AR5.
67VonderHaar et al. (2012).
68Forest et al. (2008).
69Based on the best estimates of forcing per AR5 and best estimates of OHU using a range of OHC
datasets, this is implied by the results of Otto et al. (2013), which follow from conservation of energy.
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Palaeoclimate

Proxy-based palaeoclimate studies estimate climate sensitivity by using the
climate records of the more distant past (the last millennium, the period back
to the last glacial maximum, or even back to millions of years ago). However,
in 2007 the AR4 report concluded (Box 10.2) that uncertainties in last glacial
maximum studies were too great for them to be regarded as providing pri-
mary evidence as to ECS, and the one ECS range it gave froma last-millennium
proxy-based study only very weakly constrained ECS.70 No results from other
last-millennium studies were included in Box 12.2, Figure 1.

AR5 also discusses palaeoclimate estimates. It says of a recent review article:71

‘They estimate a 95% range of 1.1◦C–7.0◦C, largely based on the past 800,000
years. However, uncertainties in palaeoclimate estimates of ECS are likely tobe
larger than from the instrumental record, for example, due to changes in feed-
backs between different climatic states.’ With such wide uncertainty ranges,
palaeoclimate ECS estimates contain little information.

So AR5 takes the view that palaeoclimate ECS estimates based on past climate
states that are very different from todaymay not be representative of the cur-
rent state of the climate system, and are likely to provide less good constraints
on ECS than do instrumental studies. That is broadly what AR4 said – it re-
garded palaeoclimate estimates as useful supporting information rather than
primary evidence as to the level of ECS. Accordingly, little weight can be put
on the palaeoclimate estimates.

Combination

Combination studies are estimates based on combining information from dif-
ferent methods. Of the labelled studies shown in AR5, the Aldrin et al. (2012)
ECS estimate is little different from its main instrumental estimate, while the
Libardoni and Forest (2013) and Olson et al. (2012) papers and the unlabelled
AR4 studies have serious shortcomings and their combination estimates of
ECS are all unsatisfactory (see Appendix).

70Hegerl et al. (2006). As discussed above, this study used an inappropriate uniformprior for ECS, biasing
its ECS estimate upwards.

71Paleosens Members (2012), discussed in Section 10.8.2.4 of AR5.
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Instrumental estimates are superior

So, to conclude, we think that of the three main approaches for estimating
ECS available today (instrumental observation based, palaeoclimate proxy-
observation based, andGCMsimulation/feedback analysis based), instrumen-
tal estimates – in particular, those based onwarming over a substantial period
extending to the twenty-first century – are superior by far. Observationally-
based estimates give the best indication of how our current climate has actu-
ally been reacting to the increase in greenhouse gases. Our view as to which
form of observational study provides the most reliable method of estimating
ECS is strongly supported by what Chapter 12 of AR5 has to say:72

Equilibrium climate sensitivity undoubtedly remains a key quantity, use-
ful to relate a change in greenhouse gases or other forcings to a global
temperature change. But the above caveats imply that estimates based
onpast climate states verydifferent fromtoday, estimatesbasedon time-
scales different than those relevant for climate stabilization (e.g., esti-
mates based on climate response to volcanic eruptions), or based on
forcings other than greenhouses gases (e.g., spatially non-uniform land
cover changes, volcanic eruptions or solar forcing) may differ from the
climate sensitivity measuring the climate feedbacks of the Earth system
today, and this measure, in turn, may be slightly different from the sen-
sitivity of the Earth in a much warmer state on timescales of millennia.

Furthermore, we have identified substantial shortcomings, rendering them
unreliable, in every single one of the observational estimates for ECS cited in
AR5 that are based on warming during the instrumental period other than
those included in Table 2, the latter having best estimates in the range 1.6–
2◦C. Indeed, where a study uses forcing and heat uptake estimates that are
consistent with those in AR5, that is almost bound to be the case on conser-
vation of energy grounds.73

On our reading of AR5, the IPCC scientists largely agreed with our analysis of
the observational evidence about ECS.74 However, they were stuck with the

72Section 12.5.3.
73By comparison with the results of energy budget analyses. The only exception would be if a study
produced its own properly constrained inverse estimate of the rather uncertain aerosol forcing, which
exceeded the AR5 best estimate thereof. None of the instrumental studies did so.

74The AR5 Technical Summary justifies the reductionmade in the lower bound of the likely range for ECS
as a reflection of the evidence from new studies of observed temperature change, using the extended
records in atmosphere andocean, which suggest a best fit to the observed surface andoceanwarming
for ECS values in the lower part of the likely range.
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ECS range corresponding to CMIP5models and the lines of evidence as to ECS
derived from them and from the observationally-based estimates that we crit-
icise. In our view, the conflict between ECS estimates based on new studies of
observed temperature change over the instrumental period and those based
on models was probably the most important factor in the IPCC authors’ deci-
sion not to give a best estimate for ECS this time.

The conflict between the best estimate of ECS implied by the latest observa-
tional evidence and that based on the CMIP5 models presented the IPCC au-
thorswith adilemma. Largeparts of the IPCC reports arebuilt around the com-
puter model simulations. Almost all the projections of future climate change
are based on them, and a complete chapter is devoted tomodel performance.

Stating in the SPM that the best observationally-based estimates of climate
sensitivity now indicate a value of only 1.5–2◦C would come very close to an
admission that most of the CMIP5 GCMs, at least, substantially overestimate
ECS, which – since the projected warming towards the end of this century is
strongly correlated with ECS in the GCMs75 – would imply that policy makers
should not place reliance on longer-termmodel-based climate projections.

It appears that the IPCC authors may have decided to resolve this dilemma by
reducing the lower bound of ECS to 1.5◦C and omitting a best estimate com-
pletely. By doing this they went some way to reflect the new, lower estimates
that have beenpublished recently in the literature. Nowof course the IPCC sci-
entists are quite entitled to reach a different conclusion from us as to whether
much weight should be placed onmodel-based ECS estimates. However they
failed to discuss this issue clearly in the SPM, thereby leaving policymakers in
the dark.

The IPCC could have said ‘there are two main methods to estimate ECS and
one–basedonobservations – indicates, using thebest quality data and sound
methodology, that ECS ismost probably 2◦C or slightly less. The other – based
onmodels – indicates it is about 3◦C.’ That would have been a step in the right
direction because at least policymakers would have been alerted that model-
based estimates are starting to deviate substantially from observational esti-
mates.

In our review comments one of us (Lewis) advised the AR5 authors to show
best estimates for both (instrumental and model based) methods separately:

75See also footnote 4.
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It is very important to keep the range for ECS estimated from observa-
tions – particularly instrumental observations, which as well as being
more accurate also relate to the current climatic conditions – separate
from that derived fromAOGCMsimulations. AOGCMsmay, directly or in-
directly, use forcing or other inputs that are not consistent with the best
current observational evidence. That is a particular concern in relation
to aerosol forcing, and also ocean effective vertical diffusivity, either or
both of which may be substantially overestimated in AOGCMs, leading
to excessive levels of ECS nevertheless producing realistic simulations of
past warming. For instance, the NASA GISS global climate models now
assume recent (2010) total aerosol forcing of −2.42 W/m2 (http://data.
giss.nasa.gov/modelforce/RadF.txt), over three times the best purely ob-
servational best estimate per AR5 of −0.73 W/m2.

Note that this comment was written in November 2012 during the review of
the SecondOrder Draft. Since then other studies (Ring et al. 2012; Lewis 2013;
Otto et al. 2013) have been published and it is now possible to give the much
better constrained likely range for ECS of 1.25–3.0◦C based on (but more con-
servative than) that derived in Table 2. The IPCC could have additionally given
a ‘best observational’ estimate of 1.75◦C or (taking into account higher esti-
mates from other instrumental studies) 2◦C. If the IPCC hadmade that change
– in linewith the best quality scientific evidence available– it would have been
picked up by all themajor news outlets in the world as one of themajor, if not
the major, outcomes of the report. And rightly so.

Unsatisfactory treatment in AR5

AR5 states in a footnote in the SPM that no best estimate for ECS can be given
this time, because of a lack of agreement on values across assessed lines of ev-
idence and studies. Explaining such an important decision only in a footnote
is unsatisfactory. Policymakers should have been given a full explanation.

Several of the underlying chapters dealwith this issue: the Technical Summary
and Chapters 9, 10 and 12. On page 55 of the Technical Summary the reduc-
tion in the lower bound of the ECS ‘likely’ range is discussed (our emphasis):

This change reflects the evidence from new studies of observed tem-
perature change, using the extended records in atmosphere and ocean.
These studies suggest a best fit to the observed surface and oceanwarming
for ECS values in the lower part of the likely range. Note that these studies
are not purely observational, because they require an estimate of the re-
sponse to radiative forcing from models. In addition, the uncertainty in
ocean heat uptake remains substantial.
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Here AR5 quite openly admits that these new (observationally-based) studies
have best estimates close to the lower bound of 1.5◦C. The new studies’ prob-
abilistic ECS ranges allow for uncertainty in ocean heat uptake, which AR5 in
fact estimates to be much less significant than uncertainty in aerosol forcing.

However, when the approved SPM was published even the full report was al-
most silent about the lack of a best estimate for ECS. The Chapter 10 section
about climate sensitivity ends with the following statement:

In conclusion, estimates of the Equilibrium Climate Sensitivity. . .based
onmultiple and partly independent lines of evidence from observed cli-
mate change, including estimates using longer records of surface tem-
perature change and new palaeoclimatic evidence, indicate that there is
high confidence that ECS is extremely unlikely less than1◦Candmedium
confidence that the ECS is likely between 1.5◦C and 4.5◦C and very un-
likely greater than 6◦C. They complement the evaluation in Chapter 9
and support the overall assessment in Chapter 12 that concludes be-
tween all lines of evidence with high confidence that ECS is likely in the
range 1.5◦C to 4.5◦C. Earth system feedbacks can lead to different, prob-
ably larger, warming than indicated by ECS on very long timescales.

Again, a best estimate for ECS was not even mentioned. While the lack of any
detailed information in the SPM about the decision not to give a best estimate
for ECS might be argued as reflecting space limitations, the silence in the rel-
evant chapters (10 and 12) of the full report, where one would have expected
a detailed explanation about this decision, is more surprising.

However, in the final report published in January 2014 a paragraph was in-
serted into the Technical Summary discussing the fact that no best estimate
for ECS can nowbe given.76 This is quite surprising. Edits at this very late stage
aremeant to correct errors.77 The sectionexplainingnobest estimate for ECS is
not the correction of an error, it is just new text. This new paragraph, revealed
long after governments approved the SPM, says this:

In contrast to AR4, no best estimate for ECS is given because of a lack
of agreement on the best estimate across lines of evidence and studies
and an improved understanding of the uncertainties in estimates based

76The IPCCprovided a long list of substantive edits that havebeenmade after the final draft of the report:
http://www.ipcc.ch/report/ar5/wg1/docs/review/WG1AR5_SubstantiveEditsList_All_Final.pdf.

77The front sheet to the accepted final draft of the AR5 WGI report published on 30 September 2013
stated: ‘Before publication the Report will undergo final copyediting as well as any error correction as
necessary, consistent with the IPCC Protocol for Addressing Possible Errors.’
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on the observed warming. Climate models with ECS values in the upper
part of the likely range show very good agreement with observed clima-
tology, whereas estimates derived from observed climate change tend
to best fit the observed surface and oceanwarming for ECS values in the
lower part of the likely range. In estimates based on the observedwarm-
ing the most likely value is sensitive to observational and model uncer-
tainties, internal climate variability and to assumptions about the prior
distribution of ECS. In addition, ‘best estimate’ and ‘most likely value’ are
defined in various ways in different studies.

SohereAR5finally gives someadditional explanations. The reader could, how-
ever, be wrongfooted by the remark that climate models (AOGCMs) with high
ECS values are in good agreement with ‘observed climatology’. This simply
means they simulate certain properties of the current climate quite well; it
does not mean they simulate global warming well. The authors then caveat
the observational estimates by mentioning various issues that, where signifi-
cant, are normally taken account of in sound studies.

Models overestimate recent warming

Much of the information in the AR5 report is based on simulations by the lat-
est generation of AOGCMs (the so-called CMIP5 models). More than twenty
groups around the world performed special runs of their climate models for
the AR5 report. These models simulate the warming over the past 150 or so
years and the simulations are then continued to give projections of future cli-
mate change, using different scenarios of future greenhouse gas concentra-
tions. These projections are important for policy purposes. They give an idea
of how much warming future emission paths will give rise to and therefore
how ambitious mitigation policies have to be to achieve the targets set for
maximum rises in global temperature.

The virtual climates in the GCMs turn out to be much more sensitive to CO2

and other greenhouse gases than the best observational evidence indicates
the real climate is (see Table 2). TheCMIP5models ultimatelywarmonaverage
about 3.2◦C78 when the concentration of CO2 is doubled. This is approaching
twice the level suggested by the best observational studies. By not giving a
best estimate the IPCC avoided having to reveal this difference between ob-
servational and model-based estimates of climate sensitivity.

78The CMIP5 mean ECS value rather is quoted here rather than the median, since AR5 shows means
rather than medians in its CMIP5 multimodel based projections of future warming.
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Figure 3: Modelled versus observed decadal global surface temperature
trend 1979–2013

Temperature trends in ◦C/decade. Virtually all model climates warmed much faster than the

real climate over the last 35 years. Source: http://climateaudit.org/2013/09/24/two-minutes-

to-midnight/. Models with multiple runs have separate boxplots; models with single runs are

grouped together in the boxplotmarked ‘singleton’. The orange boxplot at the right combines all

model runs together. The default settings in the R boxplot function have been used; the end of

the boxes represent the 25th and 75th percentiles. The red dotted line shows the actual trend in

global surface temperature over the same period per the HadCRUT4 observational dataset.

A lot of the recent public attention has been focussed on the slowdown of
global warming in the last fifteen years, which the climate models failed to
predict. Defenders of the models tend to admit that models have difficulties
with natural fluctuations in the climate that last for 10 to 15 years. However,
the situation ismuchworse. Virtually all themodels that the IPCC uses in its re-
port have been running too hot over periods as long as 35 years, long enough
to judge them on a climatic timescale (see Figure 3).79

79The 1979–2013 observed global temperature trends from the three datasets used in AR5 are very
similar; the HadCRUT4 trend shown is the middle of the three. Several bloggers have recently
shownexcessivemodelwarmingover various periods, for example SteveMcIntyre http://climateaudit.
org/2013/09/24/two-minutes-to-midnight/, Lucia Liljegren http://rankexploits.com/musings/2013/
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Note that Figure 3 is from a blog article. Nowhere in AR5 is a similar graph
available. The one that comes closest is Figure 1 from Box 9.2, reproduced
here as Figure 4.

Figure 4: Frequency distribution of trends in global mean surface tempera-
ture from 114 CMIP5 model runs

Model runs are grey bars for the periods (a) 1998–2012, (b) 1984–1998, (c)1951–2012. The com-

parison is with the uncertainty range for the observed trend per the HadCRUT4 dataset (red,

hatched) over the same periods. Reproduced from AR5, Box 9.2, Figure 1.

In this figure the IPCC attempts to show that the recent hiatus is more to do
with choosing the hot El Niño year 1998 as a starting point. Panel (a) shows
that CMIP5models overestimate theHadCrut4 global temperature trend since
1998. However in panel (b) one can see thatmodels tend to underestimate the
observations in the period 1984–1998. So the message is: if you look at short
periodsof 15 years themodels are sometimes toohot and sometimes too cold.
Panel (c) then suggests models are performing well on a longer timescale, in
this case 60 years. That is not surprising, since models are likely to have been
tuned so that they provide a reasonablematch to the global surface tempera-
ture rise over the historical simulation period, most of which occurred after
1950. The discrepancy between models and observations over the last 35
years is conveniently not shown. This period is long enough to be relevant
for climate.

So models overestimate the warming of the real climate in the last 35 years
by 50%. And the samemodels have ECS and TCR values that are considerably

leaked-spm-ar5-multi-decadal-trends/ and Roger Pielke Jr. http://rogerpielkejr.blogspot.nl/2013/09/
global-temperature-trends-and-ipcc.html. A recent commentary in Nature Climate Change by Fyfe et
al. (2013) reached similar conclusions.
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higher than estimates based on observations indicate. Both these important
observations were not made explicitly by the IPCC in AR5.

Transient climate response in AR5

So far we have mainly discussed the scientific evidence for estimates of ECS.
But it takes centuries to millennia before the climate system reaches a new
stateof equilibriumand therefore climate scientists tend to regardTCRasmore
policy relevant. Andrews and Allen (2008) wrote that ‘TCR is also the key de-
terminant of climate change during the 21st century’.80

AR5 showed in its Figure 10.20(a), reproduced as Figure 5 here, a range of
observationally-based TCR estimates. One of us (Lewis) has written a critical
analysis ofmanyof these TCR studies.81 It finds serious faultwith all the studies
other than Gillett et al. (2013), Otto et al. (2013) and Schwartz (2012). The anal-
ysis notes that the individual CMIP5 model observationally-constrained TCRs
shown in a figure in the Gillett et al. (2013) study imply a best estimate for TCR
of 1.4◦C, with a 5–95% range of 0.8–2.0◦C.82 The Otto et al. (2013) TCR range of
0.9–2.0◦C using 2000–2009 data has a best estimate of 1.3◦C, compared with
slightly over 1.35◦C using the lower signal-to-noise ratio 1970–2009 data. The
Schwartz (2012) range is marginally lower at 0.85–1.9◦C, with a best estimate
of 1.3◦C. A best estimate for TCR of 1.3◦Cwas also derived earlier in this report
(see page 25) from an energy budget analysis using a 1995–2011 final period
andAR5 forcingestimates.83 There is adetaileddiscussionof that estimate and
of the observational TCR estimates cited in Figure 10.20(a) of AR5 in a post at
the Climate Audit blog.84

The ‘likely’ range for TCR given in AR5 is 1–2.5◦C, with TCR ‘extremely unlikely’
to exceed 3◦C. That represents only amarginal reduction compared with AR4,
where TCR was assessed to be ‘very likely’ to lie in the range 1–3◦C. No best

80However, whilst this is almost true by definition for the real climate system, in CMIP5 models it is not
clear that TCR provides a better guide than ECS to projected warming towards the end of this century,
when both are scaled optimally.

81See http://niclewis.files.wordpress.com/2013/11/ar5_tcr_estimates2.pdf.
82As well as being based on regressions on a model-by-model basis rather than a single regression in-
corporating all models at once, this range does not allow for as wide a range of uncertainties as the
range shown in Figure 5.

83With aerosol forcing scaled to match the mean of the satellite observation estimates used in forming
the AR5 range for estimated aerosol forcing; without such scaling the TCR best estimate is 1.36◦C.

84http://climateaudit.org/2013/12/09/does-the-observational-evidence-in-ar5-support-itsthe-cmip5-
models-tcr-ranges/
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Figure 5: Transient climate response distributions estimated from observa-
tional constraints

Reproduced from AR5, Figure 10.20(a). Bars show 5–95% uncertainty ranges for TCR.

estimate for TCR was given in either report. However, a best estimate of 1.3
or 1.4◦C for TCR (depending onwhether aerosol forcing is scaled tomatch the
satellite observation derivedbest estimate thereof or not) can bederived from
information85 in theAR5 SPMabout changes over 1951–2010, awell-observed
period.

85Dividing the mid-range estimated contributions per Section D.3 of the SPM of greenhouse gases
(0.9◦C) and other anthropogenic forcings (−0.25◦C) to global mean surface temperature over 1951–
2010, totalling 0.65◦C, by the estimated change in total anthropogenic radiative forcing between 1950
and 2011 of 1.72W/m2 per Figure SPM.5, reduced by 0.04W/m2 to adjust to 1951–2010, implies a TCR
of 1.4◦C after multiplying by an F2×CO2 of 3.71 W/m2. When instead basing the estimate on the lin-
ear trend increase in observed total warming of 0.64◦C over 1951–2010 per Jones et al. (2013) – the
study cited in the section to which the SPM refers – (the estimated contribution from internal variabil-
ity being zero) and the linear trend increase in total forcing per AR5 of 1.75 W/m2 the implied TCR is
also 1.4◦C. Scaling the AR5 aerosol forcing estimates tomatch themean satellite-observation-derived
aerosol forcing estimate would reduce the mean of these two TCR estimates to 1.3◦C.
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All the good quality observational evidence thus supports a best estimate for
TCRof between1.3 and1.4◦C;86 taking themid-point of 1.35◦C seemsmost ap-
propriate. Based on 5–95% ranges for the Gillett et al. (2013), Otto et al. (2013)
and Schwartz (2012) studies – faults having been found with all the other es-
timates shown in Figure 10.20(a) of AR5 – a ‘likely’ range for TCR of 1–2◦C ap-
pears suitably conservative.87

By contrast, CMIP5 climatemodel TCRs areonaverage35%higher than1.35◦C,
at 1.8◦Cor so,with theTCR forparticularly sensitivemodels substantially higher
than that (the UK Met Office HadGEM2-ES model has a TCR of 2.5◦C).

Figure 6 compares the best empirical estimate for TCR with the TCR values of
the 30 climate models covered in AR5 Table 9.5. There is an evident mismatch
between the observational best estimate and themodel range. Nevertheless,
AR5 states (Box 12.2) that:

. . . the ranges of TCR estimated from the observed warming and from
AOGCMs agree well, increasing our confidence in the assessment of un-
certainties in projections over the 21st century.

How can this be a fair conclusion, when the average model TCR is 35% higher
than an observationally-based best estimate of 1.35◦C, and almost half the
models have TCRs 50%ormore above that level? The IPCC obscured this large
discrepancy between models and observations by not showing a graph like
our Figure 6 and by a misleading statement in the full report.88

What will the future bring?

In the SPM, the AR5 report presented projections for global surface tempera-
ture increase through to 2100 based on four scenarios for future greenhouse

86Although not a peer reviewed result, it is worth noting that the well-respected climate scientist Isaac
Held argues that TCR is unlikely to exceed 1.8◦C, and puts forward a best estimate of 1.4◦C. See www.
gfdl.noaa.gov/blog/isaac-held/2012/04/30/27-estimating-tcr-from-recent-warming

87Even the Otto et al. (2013) estimate based on 1970–2009 data, which gives the widest (0.7–2.5◦C) of
the 5–95% ranges from the three named studies, gives a 17–83% ’likely’ range of 1.0–1.9◦C.

88http://climateaudit.org/2013/12/09/does-the-observational-evidence-in-ar5-support-itsthe-cmip5-
models-tcr-ranges/
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Figure 6: Transient climate response distribution for CMIP5 models

Models per AR5 Table 9.5. The bar heights show howmany models in Table 9.5 exhibit each
level of TCR.

gas emissions and hence concentrations. These projections are based on sim-
ulations by the CMIP5 AOGCMs. Figure 7 below shows (reproduced from Fig-
ure SPM7) the projections for two of the scenarios. RCP8.5 is the highest sce-
nario and RCP2.6 is the lowest. Recent increases in greenhouse gas concentra-
tions havebeen close to those in themiddle two scenarios, RCP4.5 andRCP6,89

although emissions appear to have been increasing at a rate at or above that
per the RCP8.5 scenario.

The CMIP5 models estimate warming over the next two decades as a range
of 0.48–1.15◦C, over all scenarios.90 In the AR5-WG1 final draft, however, that
estimate was reduced by 40% to 0.3–0.7◦C, apparently recognising that over-
all themodels were warming unrealistically quickly. Inconsistently, no change
was made to the longer-term GCM projections. That results in a jump in pro-
jected temperatures between 2016–2035 and 2046–2065.

89Emissions, and the resulting greenhouse gas concentrations, do not diverge significantly between the
RCP4.5 and RCP6 scenarios until after 2050.

902016–2035 relative to 1986–2005.
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Figure 7: Projected global temperature changes over the rest of the century

Reproduced fromAR5, Figure SPM.7. Temperature changes are from the 1986–2005mean, which

was 0.6◦C above preindustrial (taken as the 1850–1900 mean global surface temperature). The

figures denote the number of models involved.

Observationally-based vs. model projected warming

Aswewill show, themeanCMIP5projectedwarming to2081–2100 is far above
warming projected using the ‘best observational’ estimate for TCRwe derived
earlier.91 In Table 3 we show for each scenario the amount of warming pro-
jected in AR5 up to 2081–2100, based on the different scenarios that the IPCC
uses, from a baseline of 1850–1900 and also from2012 (after deducting actual
warming from 1850–1900 to 2012). The first two columns show the average
warming projected by the CMIP5 climatemodels. The next two columns show
thewarmingbasedon thebest observational estimate for TCRof 1.35◦C. These
numbers scale the TCR estimate pro rata to the projected increase in total forc-
ing from2012until 2081–2100oneach scenario and thenaddanallowance for
currently unrealisedwarming frompast greenhouse gas increases plus, where
relevant, the amount ofwarmingup to 2012. The rightmost column shows the
ratio of CMIP5-model to observational-TCR based warming from 2012.

91The global warming estimates are based on multiplying the TCR estimate of 1.35◦C by the change in
total forcing on each scenario between 2012 and 2081–2100 per the RCP forcings dataset, and adding
0.15◦C for unrealisedwarming attributable to existing forcing, which as at 2012was heating theocean,
becoming realisedby2081–2100. These TCR-basedprojections are consistentwithmore sophisticated
calculations using a 2-boxmodel. Using themean temperature for the decade ending in 2012 instead
of that for 2012 would make no difference.
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Table 3: Global warming up to the late twenty-first century

Scenario Warming in 2081–2100 based on: Ratio of CMIP5-
CMIP5models TCR of 1.35◦C to TCR-based
◦C ◦C ◦C ◦C warming

Baseline 1850–1900 2012* 1850–1900* 2012 2012

RCP2.6 1.6 0.8 1.0 0.2 3.4×
RCP4.5 2.4 1.6 1.6 0.8 2.0×
RCP6.0 2.8 2.0 2.0 1.2 1.7×
RCP8.5 4.3 3.5 2.9 2.1 1.7×

*To minimise rounding discrepancies, 0.8◦C has been deducted from the CMIP5 global
mean surface temperature projected warming from 1850–1900 (taken as representing
preindustrial conditions) to obtain warming from 2012, and 0.8◦C added to the warming
based on TCR from 2012 to obtain warming from 1850–1900. But the unrounded 0.76◦C
temperature rise from 1850–1900 to 2012 per HadCRUT4 has been used to compute the
ratios of CMIP5 model to TCR-based warming.

It can be seen that the climate models greatly overestimate the amount of
warming in the future relative to what a best observationally-based estimate
of TCR implies. Comparing the two sets of projections of futurewarming (from
2012 to 2081–2100), and excluding the low RCP2.6 scenario, themodel-based
projected warming is between 1.7 and 2.0 times higher than the projected
warming based on the best observational estimate of TCR. On the RCP6.0 sce-
nario and using the TCR-based method, total warming in 2081–2100 would
still be around the international target of 2◦C, with a rise of 1.2◦C from 2012
rather than the 2◦C rise projected by the GCMs.

This exercise reveals a fact that is not evident from AR5: many CMIP5 models
simulate faster increases in global surface temperature, particularly in the fu-
ture, than the model TCR values indicate. While the average model TCR value
is 1.8◦C or so – 35% higher than our best observational estimate for TCR of
1.35◦C, the rise in temperature over the rest of this century projected by the
CMIP5models ismuchmore than 35%higher than that projected on the same
scenarios based on a TCR of 1.35◦C. Using data on simulated warming over
similar periods for all the CMIP5models analysed in Forster et al. (2013), model
average effective TCRs of 2.0◦C over the instrumental period, and 2.2◦C from
the 2000s to the 2090s, can be estimated.92 Figure 8 shows these TCR values.

92 Effective TCRs over the instrumental period (effective historical TCRs) are estimated for each model
as the average of the simulated global surface temperature increases from the start of the simulation
(1850 or 1860) to 2001–05 per the historical run and to 2008–12 per the RCP4.5 run, divided by the
average increase in total forcing on the RCP4.5 scenario per the RCP dataset over the same periods,
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The relationship in many models of effective TCR to the actual model TCR is
not stable, and for a majority of models is higher in the twenty-first century.

Figure 8: Effective TCRs for CMIP5 models analysed in Forster et al. 2013

The salmon bars showmodel TCRs, estimated as per the definition of TCR, by increasing the CO2

concentration in the model by 1% p.a. for 70 years. The blue bars show TCR estimates based on

model simulations over the instrumental period, to 2001–12, i.e. ‘effective historical’ model TCRs.

Themagenta bars showTCRestimates basedon the subsequent change inmodel-simulated tem-

peratures to 2091–99on the RCP8.5 scenario, i.e. ‘effective future’model TCRs. See footnote 92 for

details of their calculation. The multimodel means are shown at the right. The horizontal green

line shows the observationally-based TCR best estimate of 1.35◦C.

There are probably several reasons for this behaviour. One is that in typical
CMIP5models more warming-in-the-pipelinemaywell emerge between now

and multiplied by an F 2×CO2 of 3.71 W/m2 to convert to an effective TCR. The effective TCRs from
the 2000s to the 2090s are calculated similarly, based on the subsequent changes in model-simulated
temperature to 2091–99 on the RCP8.5 scenario and the corresponding change in mean total forcing
on the RCP8.5 scenario per the RCP dataset. Each of the model temperature changes in that future
period has been reduced by 0.15◦C to allow for the rise that it is estimated would occur in the real
climate system by the 2090s in response to past forcing increases even without any future increase in
forcing. These two definitions of effective TCR comply reasonably with the generic TCR definition in
AR5 Section 10.8.1 provided of the order of 0.15◦C warming-in-the-pipeline emerges in the models.
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and 2091–2099 than the amount implied by the observationally-based ECS
and TCR best estimates. Another is that in somemodels effective climate sen-
sitivity increases during the first century of simulated warming, reflecting cli-
mate state dependency and/or non-linearities in model response. A third is
that under the RCP scenarios aerosol emissions are projected almost to halve
by 2100 at the same time as greenhouse gas emissions increase strongly. This
means that models generating values for aerosol forcing that are higher than
per the RCP forcing dataset estimateswill simulate a smaller past increase, but
a greater future increase, in total forcing than the RCP forcings dataset. Had
the RCP forcings used in these calculations been adjusted to be consistent
with the best estimates in AR5, which would primarily involve making aerosol
forcing less negative,93 the average excess of estimatedmodel effective future
TCRs over effective historical TCRs would have been considerably greater.

Conclusions

Climate science has been under attack in recent years. A major blow to the
credibility of the field was Climategate, the hacking of thousands of emails
of scientists working at the Climatic Research Unit at the University of East
Anglia, among them several lead authors of IPCC reports. The emails showed
some of the scientists were trying to keep sceptical studies out of the peer-
reviewed literature and IPCC reports and that they were obstructing Freedom
of Information requests. Soon afterwards errors were discovered in the AR4
report, of which the melting of the Himalayan glaciers in 2035 was the most
visible. All of the errors made climate change ‘worse’, indicating a bias in the
IPCC process.

The climate science community insisted that the errors were all in the Work-
ing Group II report, which focuses on the impacts of climate change, and that
no errors were found in the Working Group I scientific report. Even the Inter-
Academy Council, which investigated the IPCC process,94 concluded that the
key findings of the report were still valid: the climate is changing and humans
are the cause.95

The Working Group I reports contain few outright errors of the magnitude of
the one relating to the Himalayan glaciers. Inadequacies in its assessment are

93The intermittent volcanic forcingwould have had to be strengthened, but that would have little effect
on the calculation.

94http://reviewipcc.interacademycouncil.net/
95A curious conclusion as the IAC was not asked to review the science but only the IPCC process and
organisation.
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more subtle but can also be far more important. In this report we have shown
that the AR4 report in 2007 misrepresented an important observational es-
timate for climate sensitivity, thereby suggesting a higher value for climate
sensitivity than the original research indicated and thus making the climate
change problem seem ‘worse’. Perhaps more importantly, this episode sug-
gests that IPCC authors did not have an adequate grasp of the Bayesian statis-
tical methods used in estimating climate sensitivity.

In the recently released AR5 report the IPCC had the chance to bring policy-
makers some good news. The highest quality observational evidence indi-
cates climate sensitivity is probably close to the lower bound of the range for
climate sensitivity that has beenprevalent over the last thirty years, andbelow
the increased lower bound set in the AR4 report. However, as we have shown,
the IPCC did not report this news in the clearest possible terms.

IPCC lead authors are bound by the limits of the IPCC process. The IPCC guide-
lines say that the purpose of the IPCC is ‘to assess on a comprehensive, objec-
tive, open and transparent basis the scientific, technical and socio-economic
information relevant to understanding the scientific basis of risk of human-
induced climate change’.96 ‘Comprehensive’ means that the authors have to
take all the published literature into account, save where it has been super-
seded or shown to be doubtful. This is what the IPCC authors did in AR5, in-
cluding climate sensitivity estimates from a large number of published stud-
ies (see our Figure 2), including many that we believe are unsatisfactory. They
did, however, focus on information provided by recent (instrumental period)
observations of changes in, primarily, temperature and also recognised that
constraining aerosol forcing and ocean heat uptake was critical to estimating
ECS. We agree, but would add the requirement that the methodology be sta-
tistically sound. For many studies this was not the case.

In our view, the observational assessments of ECS and TCR in AR5 should ac-
cordinglyhavebeen informedprimarilyby thoseestimatesbasedonobserved
changes in temperature over the instrumental period that incorporated ade-
quate, observationally based constraints on aerosol forcing and (for ECS esti-
mates) ocean heat uptake, and used sound methodology, particularly as re-
gards statistical methods. That would have meant discounting every one of
the high ECS and TCR estimates included in respectively Figures 2 and 5. The
studies that qualified would have supported observationally-based best es-
timates for ECS and TCR substantially below the average values exhibited by

96http://www.ipcc.ch/organization/organization_history.shtml.
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global climate models, and a lower observationally-based range for ECS than
the AR5 range.

We have speculated about the reasons for the decision not to give a best es-
timate for climate sensitivity in AR5. The growing discrepancy between esti-
mates based on models versus those based on observations seems to be at
the heart of the matter. It seems likely that the IPCC did not want to put the
spotlight on this discrepancy as it would suggest that policy makers should
regard projections by the models of future climate change with suspicion.

The IPCC process of being ‘comprehensive’ allows the authors to stay away
from the clear statement that we have made in this report, namely that the
best evidence suggests climate sensitivity is close to the reduced, 1.5◦C, lower
bound. Figure 2 (IPCC Figure 1 in Box 12.2) gives the impression that even
just taking the observational studies, many supportmuch higher values of cli-
mate sensitivity. We have shown the weakness in these studies. However, if
their weaknesses have not been documented in peer reviewed papers, it is
difficult for IPCC authors to reject individual studies out of hand. In this case
‘bad papers’ and those using model-based aerosol forcing estimates helped
to obscure the issue, leading to a wider spread of observational estimates of
climate sensitivity.

In conclusion, we believe that, due largely to the constraints imposed by the
climate-model-orientated IPCC process, the WGI report and the SPM failed to
provide an adequate assessment of climate sensitivity – either ECS or TCR –
arguably the most important parameters in the climate debate. In particular,
it did not draw out the divergence that has emerged between ECS and TCR
estimates based on the best observational evidence and those embodied in
global climate models.
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Appendix
Critiques of some observationally-based ECS
estimates featured in AR5 Box 12, Figure 1

Libardoni and Forest (2013) – Combination

This model–observation comparison Bayesian study (actually a corrigendum
to a study originally published in 2011) uses an informative ‘expert’ prior distri-
bution for ECS and an inappropriate uniform prior distribution for ocean heat
uptake efficiency (the square root of ocean effective diffusivity, Kv). Use of
such prior distributions will have biased, most probably upwards, the study’s
ECS estimate. Using one surface temperature dataset, Libardoni and Forest
find ECS to be lower, Kv to be completely unconstrained, and aerosol forcing
to be more negative, than the other two datasets are used. Yet with green-
house gas forcing being offset to a greater extent by negative aerosol cool-
ing andmore heat being absorbed by the ocean, energy conservation implies
that ECSwould need tobe significantly higher tomatch the twentieth-century
rise in global temperatures, not lower. Since the Libardoni and Forest results
thereby defy conservation of energy, they should be discounted. Although
various errors pointedout in Lewis (2013)were addressed in this corrigendum,
at least onewas incorrectly dealtwith, and theunsatisfactoryway surface tem-
perature data was used (see Lewis, 2013) was not altered, which may account
for these problems.

Lin et al. (2010) – Instrumental

Although this study is dealtwith inAR5alongside studies that involve satellite-
measured interannual and interseasonal changes in TOA radiative imbalance,
it is really an energy budget study that uses numerical solutions of an en-
ergy balance model. The recent TOA imbalance is derived from an outdated
AOGCM-derived Earth system heat uptake/TOA radiative imbalance estimate
(Hansen et al. 2005) of 0.85 W/m2, taken as applying over the final decade of
the 1885–2005 period used. That heat uptake is twice as high as the best es-
timate per AR5 over the same decade. Moreover, no allowance is made for
heat inflow into the ocean at the start of the 120-year period. Themethod and
model used, in particular the treatment of heat transport to the deep ocean,
is difficult to follow and appears non-standard. In view of the greatly exces-
sive system heat uptake estimate used and the questionable methodology, it
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is difficult to regard the results of this study as constituting a realistic estimate
of ECS. The IPCC authors evidently also had doubts about this study’s ECS es-
timate; its range is marked as being incomplete at both high and low ends.

Olson et al. (2012) – Instrumental and combination

This model–observation comparison Bayesian study estimates ECS, ocean ef-
fective diffusivity and an aerosol-forcing scaling factor, using only global tem-
peratures and a wide uniform prior on the aerosol-forcing scaling factor. That
is an unsatisfactory method. Since greenhouse gas and aerosol forcing histo-
ries are extremely closely correlated (negatively), one canobtain agoodmatch
to historical global temperatures with a wide range of suitable combinations
of ECS and aerosol forcing strength. That problem results in the study’s esti-
mated PDF for ECS being almost unconstrainedwhen using uniform prior dis-
tributions, which biases its ECS estimate upwards. The use of 0–700-m ocean,
as well as surface, temperature changes provides only a very weak constraint
on what ECS–aerosol-forcing combinations are feasible. Ozone forcing, which
is significantly positive, was omitted: that can be expected to have increased
the estimate of ECS substantially. Given all these problems, the Olson et al. in-
strumental ECS estimate cannot be regarded as realistic.

Olson’s PDF and range for ECS shown under combination estimates is dom-
inated by a non-uniform prior distribution for ECS that matches high AR4-
era estimates for ECS, including from AOGCMs, as represented in Knutti and
Hegerl (2008). Since the study’s combination ECS estimate is dominated by an
initial distribution based on AR4-era ECS estimates, it should not have been
treated in AR5 as if it were an independent observationally-based estimate.
TheOlsonet al. combinationestimate for ECS should thereforebedisregarded.

Schwartz (2012) – Instrumental

This study derived ECS from changes up to 2009 in observed global surface
and 0–700-mocean layer temperatures, and changes in forcing based on forc-
ing histories used in historical model simulations. Two methods were used.
One was zero-intercept regression of temperature change on forcing minus
heating rate, fitted to post-1964 data. Whilst this approach appears reason-
able in principle, subject to the forcing andOHChistory estimates being realis-
tic, the regressions are very noisy. No allowancewasmade for heat inflow into
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the ocean in the late nineteenth century (estimated in Gregory et al. 2002, to
be non-negligible); that can be expected to have biased upwards its estimate
of ECS slightly. For two of the six forcing datasets used, the regressions did not
explain any of the variance in the temperature data – their R2 valueswere neg-
ative. ECS best estimates derived from the other four forcing datasets varied
between 1.1◦C and 2.6◦C.The mean R2 value for their regressions approached
a value of 0.5. The second method derived ECS by combining the results of
similar regressions (but without deducting the heating rate from forcing) with
an observationally-estimated heat uptake coefficient. These regressions gave
significantly higher R2 values. The second method gave similar results for the
four forcing datasets for which the first method provided a valid estimate of
ECS, with an overall range (allowing for regression uncertainty) of 1.07–3.0◦C.
Afifth forcingdataset, whichgave apositive R2 only for the regression inwhich
the heating ratewas not deducted, gave an ECS estimate using thismethod of
4.9±1.2◦C. That accounts for the ECS range for this study given in Box 12, Fig-
ure 1 of AR5 extending up to 6.1◦C. The regression R2 for this forcing dataset
was low (0.29) and the study concluded that the forcing dataset was inconsis-
tent with an energy balance model for which the change in net emitted irra-
diance at the top of the atmosphere is proportional to the increase in surface
temperature. The 3.0–6.1◦C segment of the ECS range given for this study in
AR5 relates entirely to this one forcing dataset and, in view of the problems
with it, should be regarded as carrying significantly less than the one-fifth to-
tal probability that would otherwise naturally be assigned to a part of a range
that related only to one out of five datasets.

Tomassini et al. (2007) – Instrumental

The Tomassini et al. model–observation comparison study involved a com-
plex subjective Bayesian method. For ECS, a set of priors varying between a
uniform prior and a deliberately informative lognormal prior with a mean of
3◦C, both restricted to the range 1–10◦C, were used. A very inappropriate uni-
form prior was employed for ocean effective diffusivity (Kv) – the square of
ocean heat uptake efficiency. The choices of prior for ECS and Kv will both
have biased upwards the estimate of ECS. Although themethod used encom-
passes inverse estimation of aerosol forcing via a scaling factor, only global
mean observational temperature data is used, so the inverse estimate arrived
at will be unreliable. The very high (negative) correlation between the time
evolution of greenhouse gas and aerosol forcings on a global scale makes it
impossible robustly to distinguish betweendifferent combinations of ECS and
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aerosol forcing values that each satisfy the energy budget constraint. The pos-
terior distribution forKv ismultiply peaked, which should not be the case. The
trace plot of the Markov chain Monte Carlo sample used to estimate the pa-
rameters reveals instability not only as towhatKv values are favouredbut also
as towithwhat combination of ECS and (indirect) aerosol forcing. In some sec-
tions of the plot it is not obvious that the combination of Kv , ECS and aerosol
forcing values is consistent with conservation-of-energy constraints. In view
of all these issues the ECS estimates from this study should be discounted.

Unlabelled AR4 combination studies

The first unlabelled AR4 study range shown in AR5 Box 12.2, Figure 1 is from
Annan and Hargreaves (2006), which is based on a combination of estimates
from a last glacial maximum palaeoclimate study and from a study based on
the response to volcanic eruptions, using a prior (initial) distribution which
peaks at 3◦C and has a 2.5–97.5% range of 1–10◦C. Since AR5 deprecates ECS
estimates based on both these methods and also because the prior distribu-
tion used strongly favours high ECS values, no weight should be put on the
results. The other unlabelled AR4 range is from Hegerl et al. (2006), which
combined its own last-millennium proxy estimate with an instrumental es-
timate from a modified version of Frame et al. (2005). Problems with these
studies, in particular Frame et al. (2005), were described above in the context
of the PDFs in Figure 9.20 of AR4. The Aldrin et al. (2012) combination esti-
mate,which likewiseuses a last-millenniumproxy-basedestimate fromHegerl
et al. (2006), gives a much lower and better constrained ECS range – showing
that the palaeoclimate estimate used has little influence – and is much to be
preferred.
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Glossary/list of acronyms

AOGCM Atmosphere–ocean coupled general circulation model

AR4 IPCC fourth assessment report, published in 2007

AR5 IPCC fifth assessment report, published in 2013/2014. Ex-
cept where the context requires otherwise, references to
AR5 are to the finalised versionof theAR5WorkingGroup I
report.

Best estimate This refers to the median estimate, unless otherwise
stated.

CMIP3 models Generation of AOGCMs used to provide simulation runs
(CMIP3 runs) for AR4.

CMIP5 models Generation of AOGCMs used to provide simulation runs
(CMIP5 runs) for AR5.

ECS Equilibrium climate sensitivity, the change in the annual
mean global surface temperature, once the deep ocean
has come into equilibrium, following a doubling of the at-
mospheric carbon dioxide concentration (or a change in
the overall mixture of greenhouse gases that causes the
same change in forcing). It does not reflect adjustment
by components of the climate system with even slower
timescales (e.g. ice sheets or vegetation).

Effective climate
sensitivity

Anestimateof equilibriumclimate sensitivity that is evalu-
ated from non-equilibrium conditions. The two terms are
treated in this report as synonymous, and both referred to
as ECS, as is generally the case in AR5.

Forcing See RF.

GCM General circulation model, a mathematical model of the
general circulation of a planetary atmosphere(or some-
times ocean). Also referred to, along with AOGCMs, as
global climate models.

IPCC Intergovernmental Panel on Climate Change

LGM Last glacial maximum, the time of maximum extent of
ice sheets during the last glaciation, approximately 21,000
years ago

58



A Sensitive Matter

Mean, median,
mode

Different types of central estimates for data. One obtains
the mean by adding up all the data values and then di-
viding by the number of data points. The median is the
middle value in the data set, with equal numbers of lower
and of higher values. The mode is the value that appears
most often. For continuous data, or an uncertain parame-
ter, having a probability density (PDF) rather than discrete
values, themean is derived by integrating the value of the
data or uncertain parameter over the PDF; the median is
the 50th percentile of the probability distribution, where
the probabilities of the data or uncertain parameter hav-
ing higher or lower values are equal (the value at which
the area under the PDFwith higher values equals the area
under it with lower values); and the mode is the value at
which the PDF peak is located. Distributions for climate
sensitivity are often substantially asymmetrical (skewed).
For such distributions themedian is generally accepted as
being a better central or best estimate than the mode or
the mean.

Ocean heat up-
take efficiency

A measure of how rapidly heat is absorbed by the ocean
below the relatively shallow (averaging of the order of 100
m) mixed layer. For a diffusive ocean model the relevant
efficiency measure is the square root of ocean effective
vertical diffusivity.

OHC Ocean heat content, the heat stored in the ocean.

PDF Probability density function, a function that describes the
relative likelihood for a variable to take on a given value.
The function integrates to unity over the entire range that
the variable may possibly take, and its integral (the area
under the PDF) over any sub-range indicates the proba-
bility that the actual value of the variable lies within that
sub-range.
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RF Radiative forcing (often just forcing), the change in TOA
net radiative balance caused by a change in CO2 concen-
tration or in any other external driver of climate change. It
is expressed in units of watts per square metre (W/m2 or
Wm−2). The term is used in this report, as in AR5, to refer
to effective radiative forcing (ERF), a concept that includes
the effects of rapid non-surface temperature climate sys-
tem adjustments to the change in radiative forcing.

SPM Summary for Policymakers (pertaining to AR5WGI, unless
the context requires otherwise).

TCR Transient climate response, defined as the change in the
global mean surface temperature, averaged over a 20-
year period, centred at the time of atmospheric carbon
dioxide doubling, in a climate model simulation in which
CO2 increases at 1% per annum compound, which takes
70 years. The value of TCR can be derived using a differ-
ent rate of increase in CO2 over 70 years, by scaling the
change in global temperature inversely. TCR can be more
easily estimated than ECS, and is more relevant to projec-
tions of warming – although not sea level rise – over the
rest of this century.

TOA Top-of-atmosphere.

Troposphere The lowest part of the atmosphere, from the surface to
about 10 km inaltitudeatmid-latitudes,where clouds and
weather phenomena occur. Above the troposphere lies
the stratosphere.

WGI IPCC Working Group One
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